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1. INTRODUCTION

Water quality concerns in the United States grow with every passing year, particu-
larly in the Midwest. From the hypoxic zone in the Gulf of Mexico to fish kills, drinking
water concerns, and diminished recreational opportunities in the corn belt, society is
coﬁcerned about the quality of its water. While industrial and municipal point sources
of pollution are quite well-regulated, nonpoint or diffuse sources, among them agricul-
tural sources, are not. It is from this latter source that many of the existing problems
originate.

Agriculture contributes to water quality problems by its use of fertilizers in the crop
production process. Of the common fertilizer components, nitrogen and phosphorus are
the major nonpoint contributors to impaired waters through most of the United States
[568]. Excessive nitrate in drinking water can result in “blue baby” syndrome which can
be dangerous or life-threatening to infants and is also suspected as a contributing factor
to some forms of cancer. High concentrations of nitrogen and phosphorus in water leads
to growth of algae. This detracts from recreational use of lakes and streams, causes
unpleasant odors when the algae decay and consumes dissolved oxygen in water. The
latter result has been linked to the hypoxic zone in the Gulf of Mexico.

Public policy has yet to effectively address concerns related to nonpoint source pol-
lution. The U.S. Environmental Protection Agency (EPA) has attempted to introduce
water quality standards by the establishment of Total Maximum Daily Loads (TMDLs).
A TMDL is not accompanied by any pollution-reducing action or policy; currently the

process of identifying and cataloging impaired waters is under way, albeit slowly.



Individual states are charged with the responsibility for identifying TMDLs in their
watersheds. For each pollutant that results in a body of water failing to meet state
water quality standards, the state is required to conduct a TMDL study. In addition
to establishing a pollutant loading maximum, a TMDL assigns the amount of pollution
that can be contributed by the sources of each pollutant and identifies both point and
nonpoint sources. A water body (lake, stream, river) can have several TMDLs, each
related to a specific pollutant. This process is ongoing and many states have long lists
of water bodies without TMDLs but which are seriously impaired.

Once a TMDL has been established, there is still the problem of meeting the stan-
dard. States and the federal government are both struggling to find the means to achieve
changes in pollution discharge that can allow compliance with established TMDLs. The
slow pace and many of the difficulties associated with policy implementation arise from
from the need for solutions tailored to a specific area or watershed. This aspect of the
problem is most acute in areas where a large proportion of water body impairment is due
to nonpoint sources of pollution. Many factors affect the transport of nonpoint source
pollution: topography, weather, land use or management, vegetation, among others.
Each area has a singular combination of these factors and thus a unique contribution of
nonpoint source pollutants to the water quality problems that are experienced.

The Raccoon watershed in central Iowa is typical of many Midwestern watersheds.
Much of its surface area is used for row crop production, largely in a corn-soybean crop
rotation. Nitrogen and phosphorus fertilizer are applied at relatively high levels on the
corn crop and constitute the primary nonpoint nutrient pollutant source in the water-
shed. A map of its general location appears in Figure 1.1 and a graphical representation
of land use in the watershed can be found in Figure 1.2.

In the Raccoon watershed there are some small point sources in the form of municipal
wastewater treatment facilities, a natural gas producer and a meat packing plant, but

their contribution to nutrient loads is extremely small and as point sources they are



Figure 1.1 Location of the Raccoon watershed within the state of Iowa

already regulated.

There are two general water quality issues important to those affected by nutrient
levels in the Raccoon watershed. One is nitrate levels at the Des Moines Water Works
(DMWW). The DMWW provides drinking water for the Des Moines metro area, a
population of nearly one-half million. It draws water from three sources: the Raccoon
River, the Des Moines River and an infiltration gallery. In 1990 the DMWW invested
in a nitrate-removal system in response to nitrate levels that exceeded drinking water
standards. The DMWW activates this nitrate removal facility during periods of possible
nitrate level increases. The costs of permanently removing nitrate from the water are
much larger than the cost of disposal, so the removed nitrate is reintroduced to the river
downstream from the DMWW. From there it continues on to the Mississippi river and

eventually to the Gulf of Mexico. The facility cost $3.7 million to construct in 1990 and



Figure 1.2 Major land uses in the Raccoon watershed (Iowa DNR)



runs on average 45 days per year. Average treatment volume on those days is 10 million
gallons which incurs approximately $3,000 in operating costs, suggesting a rough annual
operating cost of $135,000. This figure does not include cost associated with disposal of
scrubbed nitrate (the nitrate is simply returned to the river and continues downstream)
nor does it take into account capital costs.

Another important consideration in the impact of water quality degradation are the
recreational activities to which the watershed area is host. Phosphorus is the limiting
factor in the excess growth of algae that is visually unappeaiing, results in offensive
odors, creates hypoxic or anoxic conditions leading to fish kills, and can contribute to
dangerous levels of toxic cyanobacteria (similar to a freshwater “red tide”). Given these
effects, phosphorus levels are a strong indicator of local fréshwater quality. The Raccoon
watershed contains nine lakes that offer significant recreational opportunities but which
vary widely in water quality. For this reason, the impact of agricultural phosphorus

use is an important factor in the quality of recreational opportunities available in the

watershed.

1.1 Nutrients and Crop Yield

Studies addressing crop response to nitrogen and phosphorus input often report farm-
ers applying amounts of these nutrients that exceed profit-maximizing levels [63], or
simply make the assumption that farmers apply at levels considered excessive when
compared to a crop’s nutrient intake or requirements [22], [1]. Application of nutrients
in excess of the crop’s biological needs results in these nutrients entering waterways
through runoff during rainfall, leading to the water quality problems discussed above.

The behavioral reason for over-application is often not made explicit, but there is
some work that incorportes risk-averting behavior in application decisions—a discussion

of several papers on this subject appears in Chapter 2. However, most evidence indicates



that higher input levels tend to increase the variance of yield, making risk-aversion an
unlikely candidate to explain this overapplication. Risk neutrality with uncertainty
regarding the effects of input choice can provide a reasonable explanation for observed

nutrient application levels without imposing this type of structure.

1.2 Methodology

The overall goal of this study is to develop a framework for assessing policies designed
to improve water quality in a given watershed; here, the Raccoon River watershed. Policy
assessment will be in the form of water quality improvement and economic impact on
farm operators. These policies include a tax on each nutrient, a per-acre application cap,
a cap-and-trade application right trading scheme and a uniform reduction in application
levels. There are two primary objectives that must be met in order to construct a fully
coupled economic and water quality model to serve as the assessment framework.

The first objective is the construction of a production model that captures the farm-
level nutrient application decision. To this end, a micro-econometric field-scale model
of nutrient application (nitrogen and phosphorus) is estimated using a Just-Pope style
production function in conjunction with six years of USDA Agricultural Resource Man-
agement Survey (ARMS) data. This detailed field-level data set is combined with prices
and spatially detailed soil data to provide the necessary inputs for econometric estima-
tion. Predicted economic and behavioral outcomes of simulated policy scenarios at the
farm level are integrated over the watershed area by linking the model results to the
National Resources Inventory (NRI) data.

The second objective is the setup and calibration of a physical model that will predict
the fate and transport of nutrients that are applied. Those that are not taken up by
the crop find their way to waterways and have a detrimental impact on water quality

as discussed above. The final output from the production model is interfaced with the



Soil and Water Assessment Tool (SWAT) which is then used to determine the changes

in water quality that would result under each policy.

1.3 Overview

The next chapter presents a review of literature from three perspectives: economic
studies focusing on nonpoint source issues relevant to the discussion in this paper, stud-
ies that develop or employ stochastic production functions and studies that specifically
apply the physical model used here to an economic problem. Chapter 3 describes the de-
velopment of the theoretical model employed and its application to the overall analysis.
Chapter 4 provides an explanation of the estimation procedure used to fit the theoretical
model as well as detailed explanations of the various data sets used in the estimation.
Chapter 5 gives an overview of the physical water quality model used to simulate policy
outcomes, background information on the watershed chosen for this study, and base-
line water quality data for the watershed outlet. Chapter 6 catalogs the results of the
simulations based on the entire menu of policy scenarios, and Chapter 7 concludes with

a review of the results and discussion of the implications for policy choice, as well as

directions for future research.



2. REVIEW OF LITERATURE

2.1 Introduction

The analysis on which this paper embarks relates to three general categories of litera-
ture. First, at its most basic level, it contributes to the broad body of work on regulation
of nonpoint source pollution; more specifically those studies examining pollution that is
a byproduct of agriculture. Secondly it addresses the importance of the mechanics of the
analysis and the model used to support the methods utilized. For the economic model
of Chapter 3 this means studies that utilize models incorporating risk into production
processes and decisions. The third category deals with the water quality model described
in Chapter 5 which is relatively new to the economics literature. The model itself has
been put to use in many settings and the results of these modeling efforts appear in the
literature of several physical science disciplines.

This chapter will summarize several important papers that represent the three cate-
gories described above. Section 2.2 chooses from a broad array of nonpoint source work
in economics. Section 2.3 contains a discussion of the modeling of production with risk
that is endogenous to inputs. Finally, Section 2.4 highlights work that applies the water

quality model used in this paper jointly with economic evaluation.



2.2 Nonpoint Source Literature

The economics literature has much to say in addressing the problem of diffuse or non-
point source pollution. One can read about a myriad of theories explaining production
processes as they relate to diffuse pollution and its abatement. There are also dozens
of unique and creative policy analyses, some with simulations of the possible effects on
water quality, production, and other variables of interest.

With few exceptions, these studies focus on runoff or leaching from agricultural
fields. Within this area itself most are concerned with nutrient loading in either surface
or ground water, with some small mention of pesticides. This section seeks to provide
an overview of the body of literature pertaining to nonpoint source pollution resulting
from agricultural production.

While there is certainly significant overlap in subject within the literature, the fol-
lowing sections will present the material by organizing studies into three categories. The
first and longest of these gives an overview of different means suggested to control non-
point agricultural pollution. The second section details several studies that integrate
economic models suggested in the first section with physical simulation models to gauge
the possible effectiveness and efficiency of one or more policies. The final section takes

a brief look at some more quantitative work that has focused on single watersheds and

the management of nonpoint pollution within them.

2.2.1 Pollution Control Policies

Given the length and conceptual breadth of this section, presentation is simplified by
further subdividing articles into categories. They are somewhat loosely organized into:
(i) A section discussing some background theory and the use of ambient taxes, (i) A
collection of studies which concentrate on a particular policy instrument or combination

of instruments, and (iii) Synopses of selected papers that focus on trading of pollution
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rights as a policy.

Theory, Background, Ambient Taxes

Griffin and Bromley [16] were among the earliest to formally develop the theoretical
underpinnings of a model which analyzes agricultural runoff as a nonpoint externality.
The motivation for this paper is the need for a theoretical base with which to examine
problems related to nonpoint source pollution.

The authors identify three categories of nonpoint runoff issues. The first is that
sediment, nutrient, and chemical removal are losses of production resources. These
losses are costs borne by farmers. The second is a temporal externality that can exist
when the discount rate of the farmer differs from that of society; this can result in the
soil being( “mined” too quickly. The third and final category is a spatial externality—
the lost resources from runoff create pollution, with water being the primary transport
mechanism. The bulk of the paper is devoted to developing theory and research methods
to aid in developing policies to ameliorate these problems. Only the spatial type of
externality is considered.

One key element to the discussion is that the authors assume it is either impossible or
too costly to measure the marginal benefits of pollution reduction. Instead, they assume
that there is some sort of benchmark or standard in place that stands in as a proxy for
a given desirable level of benefits. This type of assumption is common throughout the
literature.

The policy-relevant conclusions drawn are summarized in four suggestions for pol-
icy implementation. The first is what the authors term “nonpoint incentives,” where
emission determinants (inputs and/or outputs) are monitored. Examples of this might
include input or efluent taxes. The second is a nonpoint “standard” where production
activities are monitored. This would correspond to the concept of best management

practice adoption. Along similar lines, the third policy suggestion is a set of indi-
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vidual management incentives for all production activities that produce pollution as a
byproduct. The final suggestion is a system of standards that is dual to the individual
management incentives.

These policy options and the general ideas presented appear in much of the work in
this area. What is not explicity addressed is the means by which pollution can actually
be measured in order to implement policy. A significant amount of work has been done
under the assumption that an ambient level of pollutant serves as a guide in this sort of
decision.

Segerson [52] outlines such an ambient-based system; taxes and bonuses designed
to control nonpoint pollution in a watershed. Since the relationship between pollution
discharge and ambient levels of pollution are stochastic and unobservable, the penalties
and bonuses are applied to each contributing polluter in the watershed. The range of
ambient pollution levels is represented by a probability distribution that is conditional bon
abatement practices undertaken by the polluters. The objective of the policy described is
to increase the probability that the ambient pollution level falls below a chosen threshold
value or standard.

In the event that the pollution level exceeds the threshold value, a tax is imposed on
all nonpoint sources. This tax includes a fixed component in addition to an amount based
on the ambient level’s deviation from the standard. Thus there is an assured minimum
penalty once the threshold is passed. It is not specified if these taxes and payments
are made on a continuous time basis or only in the event of the ambient level crossing
the threshold in either direction. In essence, polluters “gamble” on their tax liability in
weighing the possible taxation from polluting versus the costs of abatement. Under a
standard set of assumptions, this scheme can result in a socially optimal outcome but
requires that the regulators have detailed information about each polluter.

Horan, et al. [20] build on previous work examining the use of ambient taxes in a

nonpoint source setting. After a brief discussion on the lack of nonpoint source appli-
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cations from the emissions-based incentives literature, they discuss the limitations of
previously analyzed ambient-based schemes.

The authors begin with Segerson’s idea of taxes based on ambient pollution levels,
but expand the choice set available to the firm. Previous studies in both the emissions-
based and nonpoint source arenas concentrate on a one-dimensional choice simply rep-
resenting abatement. The particular characteristics in the example model are inputs,
environmental drivers and multidimensional site characteristics.

Given that firms have more than a one-dimensional choice set, they show that a linear
ambient tax that is state independent (a la Segerson) can only achieve efficiency under
singular conditions. To overcome this limitation two alternative schemes are developed
to overcome the shortcomings of a simple linear state-independent tax. One is based on
Segerson’s linear design with a tax rate determined ex post along with the ambient tax
base. The other is a nonlinear ambient tax.

Xepapadeas [62] expands the subject of ambient pollution taxes to a dynamic setting.
As was done in previous work, moral hazard problems are overcome by imposing taxes
or subsidies on ambient pollution level deviation from a target. The framework of the
model is an infinite-duration dynamic game. The process and effect of pollution itself
has both dynamic and stochastic characteristics.

The incentive system involves the levying of charges based on deviation of pollution
levels from a target or standard. Charges would be levied apparently instantaneously
though it is unclear how this might specifically be implemented. The optimal taxes
depend on assumptions make about firm/polluter strategy. If polluters follow a feedback
strategy where they condition their emission choice based on current ambient levels, the
required taxes are higher than they would be if the polluters have open-loop strategies.

The charges imposed on polluters are dependent on the marginal cost of the pollution,
the discount rate and a physical decay rate attributed to the pollutant stock. Damages

depend on the time path of the pollution stock. This is essentially a dynamic version of
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the static model suggested by Segerson. Since the solutions are different, the implication
is made that using the static version in a dynamic world is suboptimal.

Although ambient taxes may be of theoretical interest, they are not considered fea-
sible in empirical studies or actual policy implementation. Most of the more recent
literature concentrates on other means of nonpoint source pollution control, such as
those suggested by Griffin and Bromley, among others. These will be discussed in the
subsection covering policy instruments.

In a unique exception that re-examines a basic theoretical assumption, Millock, et
al. [40] take a novel approach to the nonpoint source pollution problem. They contend
that the distinction between a point source and a nonpoint source exists only due to the
cost of monitoring. That is, any pollution source can become a point source at the cost
of acquiring sufficient monitoring technology.

The model introduced makes use of a costly monitoring technology which could take
the form of physical monitoring equipment or a system of random site audits. Pollution
as a part of the production process is considered under two externality cases. First, the
case of an output externality where pollution is a unavoidable result of production and
second, a residue externality in which case a waste of input or inputs is the cause of
pollution.

The authors consider three different policy scenarios and seek to determine the op-
timal level of monitoring and taxation under each. In one, monitoring is considered
unavailable (or available at an infinite price). In the second, monitoring is mandatory
for all potential polluters, while the third considers voluntary adoption with incentives.
The results of the analysis suggest that in the presence of monitoring costs no level of

pollution is optimal; the regulator must trade off monitoring costs for input allocation

efficiency.
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Policy Instruments

There are several types of policy instruments typically examined in nonpoint pollu-
tion abatement studies. Focus is usually on influencing either the level of input (e.g.,
fertilizer) used in production, the technology or practices used in production (e.g., tillage
method), or a combination of the two. Many studies are comparative, assessing the rela-
tive costs of two policies given a benchmark or target for pollutant level. This subsection
will outline the methods and results of several such studies.

Jacobs and Casler [27] examine the social cost of implementing two nonpoint source
pollution abatement policies. Effluent taxes are compared to uniform treatment or reduc-
tion. They note several previous arguments favoring effluent taxes as a policy instrument
and come to similar conclusions in their empirical analysis of efficiency. However, their
goal is to look at the distributional effects of the two policies.

Focusing on phosphorus discharge, the authors detail both the social costs and cost
to farmers of reducing crop-production related phosphorus discharge into the Fall Creek
watershed in central New York state. The analysis is conducted using an approximation
of the proportion of phosphorus inputs entering the watershed and a linear programming
model of agricultural production. Phosphorus reductions were modeled as shifts in crop
rotations (e.g., substituting hay for corn). The net costs of these reductions are in the
form of increased cost of purchasing feed from outside the area less the hay production
cost differences as compared to corn. The results of the study indicate that effluent
taxes have lower social costs, but incur a greater cost to farmers, raising questions about
political acceptance and equity issues involved in implementation.

Cooper and Keim [11] study farmer adoption of a variety of water-quality-friendly
land management practices. The practices are those identified by the USDA for the
Water Quality Incentive Program (WQIP). The goals of the paper are to model the

probability that a farmer not currently in the WQIP program adopts a practice (as
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a function of the incentive payment available) and to determine the number of acres
enrolled given that a farmer joins the program.

The practices examined include integrated pest management, legume crediting, ma-
nure testing, split nitrogen application and soil moisture testing. Data is from the 1992
Area Studies dataset and from a contingent valuation survey distributed to respondents
sampled in the Area Studies data. Two econometric models are presented. One to es-
timate adoption (by non-adopters) of the best management practices for which WQIP
is available, the other to estimate the number of acres put into each practice by current
WQIP participants.

The first model estimates farmers’ willingness to accept payment in exchange for
changing their land management methods. One problem the authors needed to overcome
was the fact that the sample included only farmers who did not currently employ the
practices in question. To deal with this, they estimated two sets of equations. The first
models what they call the “sample selection” choice (whether or not a farmer actually
participated in the WQIP) while the second models the “adoption” choice (the non-
participating farmers’ answer to the contingent valuation question).

A secondary goal of the research was to determine the acreage farmers might enroll
in the practices. They were posed hypothetical questions about the amount of land they
would choose to convert to using the WQIP practices. This is hampered by a potential
source of bias because only those farmers answering affirmatively to the contingent
valuation question were asked to complete the acreage enrollment section. To ameliorate
this and the sample selection problem mentioned earlier, the authors devised a means
of capturing all three relations in an extension of the Heckman procedure.

The main thrust of this paper was to determine farmers’ willingness to accept changes
in their land management in exchange for payment. At the time, WQIP incentive levels
were set without any knowledge of farmers’ “conservation supply,” so to speak. Through

estimation of their model, the authors offer a solution to this inefficiency. They are able
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to determine separate response relations for all five of the preferred practices. With this
information, future programs may be better able to target levels of participation.

Peterson and Boisvert [46] develop a model of voluntary farmer participation in a
policy designed to reduce agricultural pollution. The structure of the model is applied to
simulate the effects in New York state corn production, and the results used to evaluate
policy alternatives. The pollutant of interest is nitrogen applied as fertilizer.

Citing as motivation the lack of efficiency inherent in uniform policies, the authors
proceed to outline a policy that allows abatement activities to vary by location. This is
to be compared to a baseline or benchmark case of government command control, where
individual regulations are assigned to each farmer. A predetermined emissions target
is chosen to avoid the need to find the social cost of pollution. The goal is to design a
self-selecting voluntary program that will achieve the same conditions as the baseline.

The results show that the payments needed for a voluntary program exceed farmers’
cost of pollution control, that is, there is an additional cost to self-selection. Although
these costs reduce the efficiency of the policy, they must be weighed against the cost
and intrusiveness of implementing a command and control type policy. In addition
self-selection can occur if the most productive group pollutes the least.

Khanna, et al. [36] compare the costs of several means of achieving a given level
of pollution control. The pollution target is expressed in terms of expected levels, as
regulations are assumed to only affect the deterministic portion of emissions. In addition
to efficiency comparisons, the research also aims to examine the effect different policies
have on agricultural production and consequently the amount of land under production.
Comparisons are made based on numerical simulations.

Specific issues under study are the cost-effectiveness of alternative green payments
relative to a least-cost pollution tax and the effects of these payments on the scale of
aggregate agricultural production. The policies considered for pollution abatement are

cost-share subsidies for technology adoption, input-reduction subsidies, and a combina-
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tion of the two. In addition, two versions of each policy are analyzed: in one there are no
restrictions on entry, whereas the other restricts participation to firms already operating
at the time of policy implementation.

A micro-level discrete choice model is developed for the analysis. Land quality is
allowed to be heterogeneous, and both production and pollution functions are specific to
soil type and production technology. Pollution reduction takes place through a switching
effect, intensive/extensive margin effects, and/or exit from production. The policymaker
knows the distribution of soil types, aggregate pollution and input use and/or technology
choices. |

The numerical analysis is applied to irrigated cotton production in California’s San
Joaquin Valley. The input to be controlled is water and there are two types of irrigation
technology, fﬁrrow and drip, with the latter being the costly conservation technology.
The results indicate that a restricted combined green payment policy is the most efficient,
and not far from the benchmark least-cost tax. The authors also found that most of the

second-best policies under consideration were very close in efficiency to the benchmark.

Trading

In many ways, trading the right to emit a pollutant is just another policy tool.
However, it has several unique characteristics that create issues not present with other
methods of pollution control. A common topic is the choice of an optimal trading ratio,
that is, the ratio at which nonpoint sources are allowed to generate pollution permits for
point sources. There is also much discussion of implementation and monitoring issues.

Malik, et al. [39] address some shortcomings of other point-nonpoint source trading
schemes analyses. In particular, they take issue with two common assumptions. The
first of these is the assumption that nonpoint source loadings are deterministic, the

second the assumption that nonpoint sources only differ in abatement costs and loading

effects.
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The authors argue that current recommendations and implementation of point-
nonpoint source trading have established inefficient trading ratios. Ratio suggestions
almost uniformly suggest that one point source unit pollution be equivalent to more
than one nonpoint source unit.

A model is developed to determine appropriate trading ratios and the conditions
that influence the ratio. The nonpoint sources generate pollution reduction by adopting
a costly technology and face enforcement via random audits. The model captures both
the uncertainty in the effect of the nonpoint controls on ambient pollution levels and
the random nature of pollution loading.

The two types of uncertainty have independent effects on the optimal trading ratio;
these effects can act in opposite directions. Ceteris paribus with respect to uncertainty,
the curvature of the damage function determines the optimal ratio. Unfortunately, de-
termining the optimal ratio has very high information requirements-the regulator needs
to know both the damage function and the point sources’ marginal abatement costs.

Horan [21] examines the issue of point/nonpoint source emissions trading. The goal
of the article is to look at program design options in order to overcome problems in new
and existing trading systems (e.g., low trade activity). Focus is on the choice of trading
ratio, i.e., the rate at which nonpoint source abatement activities are allowed to generate
excess permits for sale to point sources.

Expected nonpoint source pollution loadings are imperfect substitutes for point
source loadings, so there is no basis for choosing a ratio of 1:1. Existing trading programs
all have a ratio that exceeds this, ranging from 1.3:1 to 3:1. These ratios are usually
justified by appealing to the existence of uncertainty associated with nonpoint source
controls.

The author argues that there is a case for trading ratios below 1:1 based on eco-
nomic theory. For a risk-averse society it would be important to have a lower ratio to

encourage more nonpoint source reductions. The explanation for the current situation is
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that trading ratios as they exist now are designed to be politically optimal rather than
economically optimal.

Via a political-economic model, the article goes into greater depth with regards to
the issue of political/economic optimality, showing how differences in optimal trading
ratios are due to risk perceptions.

Johansson (2002) [29] examines information asymmetries in the context of a point/nonpoint
source trading scheme. In the framework presented, farmers misrepresent their abate-
ment efforts when generating point source emission permits. This occurs due to imperfect
but costly monitoring. The monitoring costs reduce the efficiency and effectiveness of
policies.

The trading policies considered are compared empirically using simulations in a
phosphorus-impaired watershed in southern Minnesota. Watershed data is used to esti-
mate cost and benefit functions for restrictions on phosphorus discharge, and the policies
are then evaluated in terms of realized social welfare. The results indicate that second-
best policies can outperform first-best policies given that monitoring is costly. The
analysis also shows that in the context of this model and watershed, trading programs

significantly outperform uniform performance standards.

2.2.2 Physical Model Integration and Meta-modeling

While theory and consideration of policy options are essential, it is also important
that realistic outcomes of policy be examined. For this reason many studies have paired
physical models of pollution transport and concentration with economic policy models.
In order to generate the types of inputs necessary for this sort of analysis, many re-
searchers must rely on simulations from physical process models to build their economic

models.! These can be very useful tools for policy evaluation and give a degree of realism

to an analysis.

1This is an example of using one model to estimate a separate economic model, or meta-modeling.
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Helfand and House [19] consider the application of second-best policy instruments
to encourage pollution abatement. The case is made in favor of these instruments over
optimal instruments due to the latter’s near-impossibility of implementation on any
appreciable scale. The analysis proceeds in the context of a case study involving crop
production in California. The pollutant is nitrate levels in groundwater.

The authors’ primary goal is to tabulate and compare the cost effects of input taxes
and a required input “rollback;” combinations of these over the two inputs (water and
nitrogen fertilizer) are considered. By varying input levels, the Erosion/Productivity
Impact Calculator (EPIC) physical model is used to generate “data” correlating input
use, crop yields and pollution. Heterogeneity in soil type also exists, with one soil type
being more productive in the sense of requiring fewer of both inputs. The less productive
soil tends to leach more nitrogen in addition to increased input needs for similar yields.

The policy target was a 20% reduction in ambient nitrate levels in groundwater. Six
uniform policies were considered: a uniform rollback on nitrogen application, a uniform
tax on both inputs, a single tax on each of two inputs separately and an input application
standard enforced on each of two inputs separately. The physical effects of policy were
also evaluated using EPIC.

As a benchmark, the authors calculated the costs of implementing a first-best set of
taxes on both inputs that varies by soil type. Three of the six second-best policies were
very close (within 3%) to that benchmark in terms of costs, suggesting that uniform
policies similar to those considered do not give up much in terms of efficiency.

Larson, et al. [37] present essentially the same model as Helfand and House with a
more general theoretical development. Beginning with a field-level model, they deter-
mine conditions for the smallest deadweight loss tax policy that meets an environmental
standard.

Citing jurisdictional difficulties in applying taxes to multiple inputs, the authors

proceed with an examination of taxes on a single input. For the application, area and
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crop they find that the most efficient single tax policy is a water tax. The welfare cost
of a water tax is not large, especially when compared to a nitrogen-only tax.

Vatn, et al. [59] introduce a large and complex interdisciplinary environmental mod-
eling system. In terms of economic analysis, the model’s ultimate purpose is to compare
the effects of input policies with those of practice-change policies. Owing to the scale of
the overall model, the study is able to cover nitrogen leaching, soil loss and phosphorus
loss via simulation of simultaneous loss-creating processes.

The authors argue that modeling multiple effects of pollutants is important, espe-
cially at lower pollution levels, and that changes in practices also have effects that should
be modeled integrally. In the particular case of phosphorus, they suggest that plant cover
and tillage practices may be more important than nutrient input/output relationships.

Application of the integrated model in Norway indicates that catch- crop scenarios
are the only policies with a substantial effect on combined nutrient loadings. Outside
of this result, a nitrogen tax was found to be effective on emissions in areas with dairy
production.

Ribaudo, et al. [51] examine the problem of nitrogen loading reductions in the Mis-
sissippi river basin and the resultant hypoxic conditions in the Gulf of Mexico. The
analysis includes a comparison of the cost effectiveness of two approaches: fertilizer use
reductions and wetland restoration. Of particular concern to the authors are larger
economic effects outside of the policy region, e.g., commodity prices, agricultural pro-
duction, erosion, et cetera.

The U.S. Agricultural Sector Mathematical Programming (USMP) model is used
to evaluate market changes due to policy imposition. A spatial and market equilibrium
model, it predicts how changes in farm/resource/environmental/trade policy, commodity
demand, and technology will affect the supply of agricultural output, commodity prices,

and use of agricultural inputs.

Nitrogen reduction scenarios of 10% through 60% are compared to wetland restora-
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tion scenarios of varying scale. The USMP model is used to trace out the social marginal

cost for each policy. The authors find that for lower levels of nitrogen loss reduction,

mandating a decrease in fertilizer use is superior to wetland restoration. However, above

a certain level of nitrogen loss reduction, wetland reduction is predicted to be the more

efficient means of achieving a particular goal. Unfortunately, the paper did not addressﬁ
scenarios involving combinations of the two policy types.

Johansson (2004) [30] assembles a modeling system that combines heterogeneous
prloductivity and nutrient loading potential in agricultural land. Using a meta-model and
frontier analysis, phosphorus abatement costs are constructed for farms. The resulting
system is used to evaluate policies aimed at reducing phosphorus discharge by 40% in a
Minnesota watershed.

The physical model used to generate nutrient loads and crop yields is the Agricultural
Drainage And Pesticide Transport (ADAPT) model, which uses as inputs crop choice,
residue management, fertilizer application, and weather variables. The watershed itself
is separated into 18 “representative farms” which are land-type areas delineated by nine
soil types with two location categories each; the categories are based on the farm’s
distance from a waterway.

Production on each farm/unit is simulated over 14 different combinations of practices
(practices vary by crop rotation, tillage, and fertilizer application method and level) over
a 50-year period. For each combination, abatement relative to a baseline practice set is
calculated, as is the cost differential for practice changes from the baseline. To achieve
in-stream loading estimates, a simple sediment delivery rate (proportion of applied phos-
phorus reaching the waterway) is used, one for each location category.

The policy objective is a 40% reduction in in-stream phosphorus loading. Four
scenarios are considered: a percentage uniform reduction by each unit, retirement of
land beginning with the least productive, retirement of land beginning with the most

phosphorus loading potential, and heterogeneous abatement levels at each unit to achieve
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reduction at the lowest cost. Compared to the lowest cost scenario, the uniform reduction
is next in cost, followed by highest loading potential and then lowest productivity land
retirement. The suggestion is made that under the Conservation Reserve Program it

may be most efficient to target land with high phosphorus loading potential before less-

productive land.

2.2.3 Watershed Case Studies and other work

Physical models can provide excellent flexibility and are very attractive from an
analytical point of view, but it is also important to work with more real, concrete
evidence of policy effects. Some of this type of work is retrospective, while others
are recommendations for future policy based on observations and measurements. It is
also illuminating to look at case studies that, while not utilizing advanced modeling
techniques, provide the details of specific water quality impairment in a region. Site-
specific information and predictions are crucial to the success of any program seeking to
ameliorate problems caused by nonpoint source pollution.

Johnsen [31] makes use of actual field experiment data and enumerates several means
of producing reductions in phosphorus loading in waterways, concentrating on agricul-
tural production in Norway. He considers two categories of phosphorus abatement:
reductions in levels of erosion and reductions in the amount of phosphorus available for
runoff. This can occur through a variety of measures and practices.

The abatement measures discussed are a fertilizer plan requirement, a tax on phos-
phorus content, manure timing restrictions, contouring, grassed waterways, tillage re-
strictions, and land retirement (cropland to woodland). The phosphorus-abating effects
of each measure are based on either field-experiment-based models or direct field exper-
iments conducted over the course of four years in several Norwegian sites.

Economic data comes from a national survey of farmers and the analysis appears to

be essentially an accounting of costs of practice changes. The author concludes with
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recommendations for future policy, including a very large (150%) tax on phosphorus
inputs, a ban on manure spreading outside of the growing season and a ban on fall
tillage.

“Fox-Wolf Basin 2000,” a non-profit group of watershed stakeholders in Wisconsin’s
Fox-Wolf River Basin, commissioned a report from Resource Strategies, Inc. [50] to ex-
plore the possibilities for reducing the level of phosphorus within the watershed. The
goal of the project is to assess the effects of a point-nonpoint source trading program in
the presence of an increased effluent phosphorus standard for point sources. Compliance
cost surveys were sent to all point sources, with a favorable response rate from munic-
ipal waste treatment plants but only one response from the numerous industrial point
sources. Because of this, the latter are excluded from the study. Nonpoint sources in the
watershed include agricultural operations and urban storm water runoff. However, due
to the paucity of data on urban runoff and agriculture’s large phosphorus contribution,
only changes in agricultural practices are considered as a means of reducing surplus
phosphorus.

Thirteen municipal wastewater treatment plants provided abatement cost estimates,
accounting for nearly 84% of the phosphorus delivered to the basin by treatment plants.
It is noted that these are internal estimates, in some cases quite rough approximations.
The cost estimates vary from as low as $1/1b. of phosphorus reduction to $500/lb. This
large variance alone suggests that there could be a significant role for point-point source
trading if a new standard were to be imposed.

Two types of phosphorus-reducing practices are used in cost calculations for agricul-
tural operations. One, termed “upland sediment measures” includes varying degrees of
conservation tillage, alternative crop rotations and buffer strips. The second, “barnyard
practices,” is made up of clean water diversions, concrete barnyards and manure storage

pits.

County watershed technicians working for land conservation departments were sur-
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veyed to provide cost estimates for the best management practices identified. They
selected a number of operations from their respective areas which are believed to have
good potential for reducing phosphorus output by changes in management practices, but
which are also not participating in a state-sponsored cost sharing program for green im-
provements. For practices which are already subsidized by the state (conservation tillage
and nutrient management) calculations are based on the actual payments available. In
addition to the costs of encouraging changes in land management, estimates of adminis-
trative costs are also elicited. These cover a huge range, from $60 to $800 per operation
to assess possible gains in phosphorus reduction and the means to achieve them. The
estimated control costs themselves are between $3/1b. to $117/lb. of phosphorus, with
an average cost of approximately $26/1b.

Dramatic differences in abatement costs across the two types of polluters indicates
a welcome role for trading. - Due to the fact that the pollution is not uniformly mixed,
it will likely be necessary to divide the basin into three trading areas: the Upper Fox,
Lower Fox and Wolf basins. Unfortunately, when the numbers for subdivisions of the
basin are examined, only the Lower Fox displays a significant disparity in control costs
between point and nonpoint sources. While trading may still be possible in the other
two basins, there could be problems encouraging all parties to participate.

This report only considers scenarios in which point sources pay for reductions in
agricultural contributions in order to exceed imposed emission limits. It would be very
interesting to consider policies where restrictions are imposed on agricultural practices
and farmers allowed to trade amongst themselves or-even buy the privilege to pollute
from point sources who are under-emitting. As evidence shows that farmers are the
primary polluters in this and other watersheds, it is more efficient if they face controls
similar to those imposed on point source polluters.

Parker [45] presents an overview of Maryland’s 1998 Water Quality Improvement Act

and its effects on the agricultural sector in the Chesapeake Bay area. The regulations put
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in place are possibly the most restrictive nonpoint source pollution laws in the country.
A goal of the paper is to look at the distributional effects of this policy.

The genesis for the new law was a summer 1997 explosion in growth of a microbe that
resulted in fish kills and health problems for humans exposed to the water in the bay. The
reason for the large population of this microbe was a confluence of water temperature,
salinity and an excess of phosphorus. Producers contributing to the phosphorus problem
are poultry producers and crop growers in the area. The latter acquire manure from the
former to apply to their fields, and likely were applying all that was available.

The new regulations require crop growers to have and implement nutrient manage-
ment plans. Poultry producers must account for and dispose of the excess that crop
growers can no longer apply. Three means of manure disposal or “alternative use” are
suggested: generate energy, compost, or transport it out of the area.

Distribution of the policy effects is demonstrated to depend on the alternative use
to which the manure is put. Composting and energy production both result in the costs
being borne by poultry producers. The effect of transporting the manure outside the
area is dependent on the strength of the poultry litter market, but is stated to be most
likely in favor of crop growers. There are a few cost mitigation programs in place that will
ameliorate or minimize the negative effects to either group affected by the regulations.

While economics-related in nature, a report by Faeth [14] is essentially a summary
of three case studies. It contains a very large amount of information, from a broad
discussion of the history of pollution mitigation and the Clean Water Act to the minutiae
of each watershed under study. The nutrient under study is phosphorus, the source of
the most impairment in freshwater areas similar to the three watersheds in the study,
located in Michigan, Wisconsin and Minnesota.

As a document aimed at a wide audience, the details of the economic and physical
models used to conduct the analysis were not presented. There are a number of interest-

ing observations and questions generated by the investigation and discussion presented.
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To begin with, a good case is made for the necessity of action to reduce nutrient load-
ings from their present level. The Michigan watershed (Saginaw Bay) adjoins the Great
Lakes where 97% of the watersheds are considered impaired.

Evidence is presented to demonstrate the considerable role agriculture plays in cur-
rent watershed impairment, and an inclusive list of the results of excess phosphorus:
reduced water transparency, taste/odor/treatment problems, and oxygen depletion lead-
ing to fish kills and possible loss of desirable fish species. Compounding this is the fact
that approximately 60% of the phosphorus used is not used by the crops on which it is
applied.

There is also a lengthy discussion of the contribution of animal manure to phosphorus
loading. Of note from this section is that consumers’ increased preferences for poultry
over beef have led to greater phosphorus output due to avian waste having a higher
concentration per unit than cattle manure. The author makes the observation that
“wastes from animal operations ware not controlled with anywhere near the same rigor
as human wastes, even though, in the United States, waste from livestock is about 130
times greater than that from humans.”

In introducing the concepts and mechanics of point/nonpoint source trading, refer-
ence is made to closed trading programs which usually include a mandatory maximum
emission level and open trading programs where participation is typically voluntary, with
participants generating “credits” to be banked/traded/used to meet regulation limits.
Several examples of pilot programs are cited; particularly interesting is the Tar-Pamlico
Basin of North Carolina. There, a group of point sources trade among themselves to
stay under a cap. If they must exceed the cap, they can pay into a fund supporting a
program encouraging farmers in the watershed to adopt nutrient-reducing practices.

An important benefit of a more balanced (vis-a-vis point and nonpoint sources)
bearing of pollution mitigation responsibility could be substantial cost savings. The

study indicates that reduced background pollution from agriculture could alleviate the
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need for advanced (and more expensive) water treatment. EPA estimates a net savings
of $15 billion in these advanced treatment costs.

Although the particulars of the economic model were not described, an accounting of
the menu of technologies allowed for both point and nonpoint emitters is provided. For
point sources, there were six options for phosphorus output reduction: no treatment,
standard chemical treatment, maximum chemical treatment, chemical removal with fil-
tration, biological removal, and biological removal with filtration. For nonpoint sources
tillage was the dimension of choice with five possible plans: moldboard plow, conven-
tional till, mulch till, no-till, and ridge till. Only one choice dimension per emitter type
appears to have been employed in the model.

As a baseline for the different loading scenarios, a least cost (first best) solution was
calculated, to which all of the scenarios could be compared. Four policy scenarios were
considered: a point source performance requirement, subsidies for “greener” agricultural
practices, a point source requirement with trading and a trading program with subsidies.

In every case, increasing point source requirements was the highest-cost option, while
a trading program with subsidies dominated the other three policies. This was uniformly
the result across all three case studies. Cost of phosphorus reduction ranged from under
$3/1b. to nearly $24/Ib. in the worst case of a point source performance requirement.
Obviously, tightening controls on point sources alone will be quite expensive. Absent
are the particulars of how these trading markets would actually function. While it is
understood that this is not a market simulation but rather a cost accounting exercise,
there is a broad spectrum of issues that need to be addressed in comparing policy options.
There are administrative and enforcement costs as well as the need for a location or
clearinghouse for the market. Who or what can fill that role is an important question
that remains un-addressed. Also missing is any mention of possibilities for nonpoint-
nonpoint trading; for example, a market where permits to apply phosphorus are traded

only among nonpoint emitters. One could even envision a two-tiered emission standard,
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one for point and one for nonpoint sources, chosen to optimize loading reductions per

dollar in abatement costs.

2.3 Stochastic Production

The agficultural economics literature has given much attention to methods of pro-
duction estimation involving input-related risk. There are several approaches to the
problem of modeling risk via stochastic production functions, falling into two general
categories. The first category is those modeling efforts that specify a production relation
with technology that captures some risk aspect. Simpler versions of this method only
vary the mean effect on yield, while more recent and useful approaches allow input use
to affect mean and variance of output. The second category contains non-parametric
methods that model the moments of the production output distribution as functions of

the inputs, with the goal of capturing aspects of the yield distribution

2.3.1 Specified Technology

A seminal paper on the subject of the first category is Just and Pope [34], in which the
authors develop a production function that allows input use to affect both a deterministic
and stochastic production component while eliminating some of the drawbacks of earlier
models. This paper is a theoretical exploration of which features are desirable in a
production function incorporating risk, and which production functions are appropriate
given these features. In particular, the authors formulate eight postulates they feel
should be satisfied for a production function to be useful and appropriate to this type
of modeling. Several of these postulates are standard assumptions for deterministic
production functions or correspond to deterministic assumptions. A brief summary of
these postulates follows, using the authors’ notation of y for production output, X; for

input ¢, and ¢ for the stochastic disturbance with the general form of the production
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relation y = f(X, g).
1. Positive production expectations: Efy] > 0.
2. Positive marginal product expectations: %[{%’l > 0.
3. Diminishing marginal product expectations: %%21.

4. A change in the variance for random components in production should not nec-
essarily imply a change in expected output when all production factors are held

fixed: g—g% = () is possible.

5. Increasing, decreasing, or constant marginal risk should all be possibilities: 3;/ )g’) <

or > 0 possible.

6. A change in risk should not necessarily lead to a change in factor use for a risk-

*

neutral producer: aa—‘f(é—) = ( possible, where X} is the optimal level of input .

7. The change in the variance of marginal product with respect to a factor change
should not be constrained in sign a priori without regard to the nature of the

input: B—V%@ < or > 0 possible.

8. Constant stochastic returns to scale should be possible: F(0X) = §F(X) for scalar

6.

These eight postulates are used to evaluate and reject several production function spec-
ifications. An alternative to these is proposed, one which satisfies all of the postulates.
This alternative makes use of an additively separate stochastic input-dependent function.

The general form of this production function is
y = f(X)+ h(X)e, with E[e] =0 and V(¢) = 0. (2.1)

where h(X) is the stochastic input-dependent function.
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The remainder of the paper is concerned with econometric estimation of this style of
production function. A four-step estimation procedure is suggested, as is a discussion
of the consistency and efficiency of the resulting estimators.

An application of the above stochastic production model approach appears in Just
and Pope [35]; much of this paper reviews the theoretical discussion from Just and
Pope [34] and applies it to the problem of modeling nitrogen fertilizer yield response in
corn and oats. The estimation procedure is described in more detail and with reference
to the chosen specification.

Two alternate function forms for the model, a Cobb-Douglas and a translog function,
are applied to the data. The data is from controlled experiments on corn and oat
production; the dependent variable being per bushel yield and the independent variable
is nitrogen fertilizer application. The experimental nature of the data allows other
variables to be held constant across field plots. It is assumed that variablility in effects
from plot to plot are negligible due to their proximity.

For both corn and oats, results from estimation of the Cobb-Douglas specification
finds nitrogen fertilizer to be a risk-increasing input. Estimation results of the translog
specification, however, indicate that the marginal effects of fertilizer on yield variability
depend on the level of fertilizer rates. Also of note is that for both crops the elasticity
for variability is lower than that for the mean.

Anderson and Griffiths [2] make use of the modeling structure introduced by Just
and Pope, applying it in a stochastic programming setting of efficient resource allocation

under risk. They define the utility-maximization problem as a function of net financial

return R, U(R):

with Y as physical output, X; factor inputs, F' fixed cost, and the p’s denoting relevant

prices; the latter are assumed nonstochastic and known. Under the assumption that the
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expected utility can be expressed in terms of the mean and variance of R, the first order
conditions for the optimum are laid out:

OElY ov(Y
Dy (9)[(1' ] - Tedqpff—a)((—i) =D

with redq measures the decision maker’s trade off between mean and variance of returns.
The authors choose a utility function with constant absolute risk aversion, the negative
exponential: U(R) = —exp(—6R). They note the restrictive nature of this function,
but cite its widespread use in both empirical énd theoretical work, as well as some
advantageous mathematical properties.

Love and Buccola [38] use these same preferences in their study of corn production
under risk. They develop a model in the Just-Pope framework that accomplishes an
important goal: joint estimation of risk preferences and technology. Of key interest
is the ability of this modeling approach to provide consistent estimates of both factor
demand relations and the relationship between inputs and output.

The authors choose a three-input Cobb-Douglas version of the model in equation (2.1),
ie. f(-) = AX{* X5 and h(-) = BX? X22. Using their chosen risk preferences (U(r) =
— exp(—Am)) and defining a profit function based on the technology specified, the farmer’s
optimization problem is constructed and first order conditions for its solution obtained.
The structure of these conditions is.such that closed-form solutions do not exist. This
requires simultaneous estimation and some assumptions on the role of error terms in
estimating these relations. The choice is made to append additive errors to the implic-
itly defined input demand relations, the assumption being that they represent random
failures in optimization. In order to jointly estimate input demands and the produc-

 tion relation, the heteroscedasticity inherent in the technology specification is removed
through manipulation of the production relation. This causes slight complication in

estimation and recovery of parameters but is necessary to ensure consistent estimates.
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The model is estimated using a nonlinear three-stage least squares procedure on
Iowa corn data from three regions with three fertilizer inputs (nitrogen, phosphorus,
and potassium). The resulting estimates are compared to those obtained using a stan-
dard Just-Pope model and a distribution-based model from Nelson and Preckel [42] via
yield elasticities of mean and standard deviation with respect to the inputs. There is
significant variation in these results, particularly in the direction of input effects on

yield variation. This suggests that risk effects are possibly more difficult to estimate

accurately than mean effects.

2.3.2 Moment-based Methods

Antle (1983) [4] seeks to move beyond the restrictions placed on yield distribution
modeling due to the specification of a production function. He presents a more flexibile
representation of stochastic technology that is based on the moments of the distribution
of output. The goal is to allow modeling in which not only heteroscedasticity is possi-
ble, but also heteroskewness, heterokurtosis, and varying behavior in higher moments.
Empirical evidence is presented that second, third, fourth, and higher moments may be
functions of production inputs.

The motivation behind this approach is that the probability distribution of output is
a unique function of its moments, i.e., the moments are the determining characteristics of
a distribution. Implicit in this is that the behavior of firms under stochastic production
is defined by the relationship between inputs and output moments.

The goal is to develop a production model that is completely general; that is, it does
not impose arbitrary restrictions or structure on the moments as is done in models which
specify a production technology. A drawback to this approach is that it focuses solely on
stochastic structure and does not provide a useful means of working with deterministic
components of production. Inputs do have an effect on output, but any specification of an

input demand function would implicitly impose a production technology and represent
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exactly the type of restriction this method seeks to avoid.

A generalized least-squares method is used to obtain estimators of the moments; this
is applied to a small milk production dataset. The results indicate that the first through
third moments of production output are significant.

In further discussion and application of the moment-based approach, Antle [5] uses
non-experimental farm production data to estimate risk attitudes. The study assumes
a stochastic profit distribution that is conditional on input levels, and a utility function
dependent on profit and a vector of parameters representing individual risk attitudes.

Moments of the profit distribution are assumed to be functions of the inputs, and
a system of optimality conditions (first-order conditions for a maximum) is constructed
based on this assumption and the addition of an additive error term. The latter is
included to account for the approximate nature of the first-order conditions and to allow
for random deviation from the optimal response. This is essentially the same type of
assumption made in Love and Buccola’s modeling of input demand equations in their
primal system.

The moment-based model is applied to field-level data on Indian rice production,
and the first through third moments are found to be significant. Significant variability
in risk attitudes among the population were found, ranging from risk neutral to very
risk averse.

Nelson and Preckel [42] seek to apply the moment-based concepts introduced by An-
tle, but improve efficiency of estimates by specifying a distribution function for output.
They choose a conditional Beta distribution due to its ability to represent a skewed,
bell-shaped density with a relatively small number of parameters. Application of the
model is made to corn yield response to fertilizer inputs.

Rather than model the moments of the distribution directly as functions of inputs
(the approach taken by Antle), the Beta parameters a and § are assumed to be log-linear

functions of the inputs, a(z) and @(x). Specific functions of o and § define all of the
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moments of the distribution. The first three moments of output are estimated using a
maximum likelihood procedure.

Farm-level corn yield and input data from the lowa Agricultural Experiment Station
is used to estimate the distribution parameters, with nitrogen, phosphorus and potassium
available as inputs. Soil variables were also available, and the data was separated into
several subsets by region. The results from the estimation suggest that nitrogen and
phosphorus tend to uniformly increase mean, variance and (postitive) skewness of yield

in general, while the effect of potassium on the distribution is not consistent across

regions.

2.4 Physical Watershed Modeling

The physical water quality model used here, SWAT, has been applied in several recent
papers that seek to combine environmental and economic modeling techniques. A variety
of approaches have been developed at several levels of detail. Some make use of SWAT to
directly estimate or simulate water quality effects, while others use SWAT indirectly by
calibrating other physical models to SWAT and observing environmental quality changes
via the former. Economic modeling systems range from farm-level models to regional
and national models.

Whittaker, et al. [60] uses point observations from farm-level survey results to com-
pare two pollution abatement policies. The focus is on nitrogen inputs in the Columbia
River Basin where safe nitrate limits are regularly exceeded. The two policies under
consideration are an input tax on nitrogen and a so-called command and control policy
that reduces nitrogen application by 25% at each point.

The economic model used, data envelopment analysis, is a linear programming frame-
work that allows construction of a best management practice frontier over which a crite-

rion can be evaluated. Profit maximization was used as the objective, and the solution
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for each point is obtained under the two competing policies. It is assumed that all
nitrogen applied is in the form of anhydrous ammonia, applied only once before seeding.

To work with the watershed scale requirements of SWAT, a means of distributing
the farm-level point data across the watershed is needed. This is obtained through
estimation of the assumed underlying surface of farm-level data and properties of the
sample area. The authors make use of the averaged shifted histogram estimator for this.
Each subbasin (8-digit Hydrologic Unit Code in this case) in the SWAT setup is assigned
the mode of the estimated nitrogen application surface for that subbasin.

The reduction policy of 25% is chosen as it apparently gives SWAT output results
roughly equivalent to that of a 300% input tax. This tax level is the lowest that will
induce reduced fertilizer application at every farm in the sample. Based on the results
of the economic analysis c.omparing the two policy alternatives, the authors conclude
that the tax is more efficient. However, depending on conditions, the policies could have
comparable performance.

On a smaller watershed scale but using operation-level data, Osei, it et al. [44] use a
representative farm model interfaced with SWAT and another physical model to examine
costs associated with changes in manure application in a watershed. The watershed is
located in an area of Texas with a large concetration of dairy producers and the nutrient
of interest is phosphorus. The aim of the analysis is to estimate the costs of a change in
manure application practice; specifically, incorporating solid dairy manure rather than
broadcasting it.

The economic model is an optimization system designed for use in analyzing live-
stock and poultry operations. It is designed to capture farm-level economic impacts
of changes in practices. The environmental model is the field-level Agricultural Policy
Environmental Extender (APEX), a multi-field version of EPIC. APEX predicts edge-

of-field sediment and nutrient losses, which in turn are used to construct inputs for

SWAT.
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Three application scenarios are considered, one where manure is applied based on
nitrogen needs of the crop, and two where application is made based on phosphorus
needs of the crop. In the latter case the two rates vary depending on whether or not
organic phosphorus is included in determining available phosphorus. For each scenario
the environmental and economic results are tabulated under two separate assumptions.
In one, manure is broadcast on the fields, and in the other it is incorporated or plowed
into the soil.

With incorporation, the reduction in phosphorus loss at the edge-of-field level ranges
from around 20% to 40% relative to no incorporation depending on the application rate
scenario. The economic impact of a change in practices to manure incorporation is found
to be very small, in the range of 2% to 3% of net returns.

Qiu and Prato [47] conduct an analysis of practice changes in a watershed on a scale
similar to Osei, et al., but aggregate economic data at a larger scale. The goal is to
model the impact of riparian buffers on in-stream concentration of atrazine jointly with
the watershed-wide economic impact of changes in land allocation. -

SWAT does not allow for placement of buffer strips, so a simple downward scaling
of output results is supposed to simulate the usage of buffer strips. The watershed is
populated with 37 different “farming systems” differentiated by crop rotation, tillage
method, fertilizer application level (discrete: low, medium, high), and pesticide applica-
tion level. There is also one unique system based on a grass with no chemical use that
is a proxy for land in the Conservation Reserve Program (CRP). The allocation of land
to each of these systems within the watershed determines the outcomes in both SWAT
and the economic model.

The objective function for the economic model is total watershed net returns. A
mathematical programming model is used and is based on the Cost and Return Estima-
tor (CARE) enterprise budget calculator. The goal is to select an allocation of land use

resulting in efficient atrazine abatement at each subbasin outlet such that net returns
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are maximized. Five levels of atrazine concentration are considered, and SWAT results
yielding those levels are used as constraints.

Baseline allocations are established with the “worst” management practices and no
riparian buffers, and associated with a baseline level of net returns. The optimal alloca-
tions involve only 5 of the 37 systems, and are cataloged both with and without buffers.
To obtain the “value” of the buffers at each abatement level, the net returns with and
without buffers are compared. This yields a gross value of the buffers; subtracting the
opportunity costs of the land used for buffers (put into CRP, for example) allows calcu-
lation of a net value. If the cost of maintaining the buffers is below the net value, they
are a cost-effective means of achieving the given atrazine abatement level.

Qiu and Prato [48] follow up on the above model by examining variations in riparian
buffer characteristics across sub-basins. A linear regression model is estimated to assess
the effect several buffer attributes have on its value as measured above. Using GIS data
several characteristics are identified: stream length, channel slope, average land slope,
percentage of cropped land and some soil attributes. Of the characteristics, only stream
length and the percentage of cropped land had a positive effect on value. Others either
had negative effects or were not significant.

Moving to a much larger scale, Atwood, et al. [6] demonstrate techniques necessary to
disaggregate a large sector model for interface with SWAT on a statewide or nationwide
basis. The authors’ interest is in environmental and economic policy assessment with
the analysis centering on the introduction of a new crop variety and its effects.

The economic model used is the Agricultural Sector Model (ASM), a mathematical
programming framework that works at the state, regional, national and international
levels. It determines a market equilibrium and the resulting effects on both resource use
and prices. Effects of policy changes can be seen via a change in equilibrium.

A key step in conducting the analysis is the bridging of data needed for economic and

physical modeling. This data is collected over different spatial units and raises several
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issues in how it can be aggregated or disaggregated. SWAT deals with data at the sub-
basin level, but ASM uses data based on much larger regions. The solution followed
by these authors is to disaggregate ASM data to the county level based on information
from the Census of Agriculture, National Resources Inventory and County Crops Data.
Once the data is disaggregated to the county level, it is then aggregated to the subbasin
level according to county surface contribution to each subbasin.

The economic model is applied jointly with SWAT runs on a large portion of Texas.
The scenario examined is one in which a new crop variety is introduced. SWAT results
indicate both improvements and worsening of water quality indicators depending on
subbasin location. Economic effects include benefits for consumers, losses for producers
(particularly those outside Texas) but a net gain at both U.S. and world levels.

Atwood, et al. [7] again apply ASM and SWAT jointly in pursuit of a.more specific
water quality policy scenario. They seek to quantify the costs of reducing nitrogen use
in the Upper Mississippi River Basin. Excess nitrogen from the corn belt is cited as a
major contributor to the hypoxia problem in the Mississippi outlet.

Using the EPIC model, the analysis calculates a specific reduction in corn yield asso-
ciated with nitrogen application reductions. Simulating decreases in nitrogen application
provides input for both SWAT and ASM and can be compared to a baseline in which
there is no nitrogen reduction. Two levels of “nitrogen stress” are examined, 5% and
10%. The 10% N-stress level resulted in an approximate 5% reduction in nitrogen loads
at the Mississippi River outlet according to SWAT simulations.

The net economic effect of the two policies provides an interesting insight into the
interaction of yields, nutrients and profitability. Due to the commodity price effect, the

10% N-stress level policy had a smaller loss in net profits than the 5% N-stress level,

-$16.4 million versus -$7.4 million.
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3. FIRM LEVEL ECONOMIC MODEL

In this chapter the derivation of the economic model used to simulate and evaluate
policy options is presented. The specification is explored and estimation results ap-
pear in Chapter 4. The first step in developing a modeling system to study alternative
policies regarding nitrogen and phosphorus fertilizer use is to estimate a firm level pro-

duction model that captures the key tradeoffs between nitrogen application, phosphorus

application, and profitability.

3.1 Introduction

There are several requirements for a model that will allow proper interfacing with
the SWAT physical water quality model. The primary need is that the model provide
estimates of nutrient application rates that can change according to the abatement
policies chosen. In addition, a means of comparing the policies in terms of the economic
effects on producers is useful. An ability to measure the distribution of returns in the
watershed to nutrient application under the policies will accomplish this, as the change
in returns associated with each policy relative to the status quo can serve this purpose. A
field-level model is sufficient as long as aggregations to the watershed level are possible.

The unit of analysis is a single firm or farm which maximizes expected returns from
nutrient application through its choice of inputs, given location-specific environmental
characteristics, input prices and the output price. Farmers are assumed to be risk-neutral

. The inputs focused on in this study are two commercial fertilizers components which
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are heavily applied on corn crops: nitrogen and phosphorus. The following sections

cover the modeling approach in detail.

3.2 The Farmer’s Problem

The general econometric model used here is based on the heteroskedastic model first
proposed by Just and Pope [35]. The farmer is assumed to maximize returns to fertilizer
application, given some site-specific characteristics which include a general soil measure

and relavent prices. The general form of the farmer’s problem is
max E{r(z, z)]

with = denoting inputs and z site characteristics.

A graphical representation of the relation between yield mean and variance appears
in Figure 3.1. Lower fertilizer applications result in lower yields, but with less variability
in those yields and the associated returns, representing heteroskedasticity in inputs. This
is due to the existence of a base yield for most land; that is, at low levels of fertilizer
input, yields tend to show little difference across farms. In these cases, fertilizer levels are
the limiting factor for yield rather than site-specific characteristics. Conversely, higher
levels of fertilizer application lead to higher yields on average, but numerous vagaries in
weather, soil, land/crop management and other factors result in a wider spread of yield
outcomes. Put another way, crops are receiving nutrients at or above their biological
needs, and are limited by variables other than nutrient availability. Farmers applying
higher levels of fertilizer are choosing input levels that will result in yields that are higher
on average, but which are less likely to be in a given range of the mean yield for those
fertilizer application levels.

The yield relation employs a Cobb-Douglas production function for both the mean

and variance component. This choice of production technology requires the estimation
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Figure 3.1 Relationship between yield mean and variability

of a relatively small number of parameters, an important consideration when limited

instrumental variables are available. With the two inputs being considered here, the

production technology is
y = Azr®z2 4 Bxbzhe (3.1)

where y is corn output measured in bushels per acre, x; is pounds per acre of nitrogen
applied, z, is pounds per acre of phosphorus applied, A,B, a;, b; (i = 1,2) are para-
meters to be estimated, and € is a disturbance term distributed N(0,1). This imposes
constant returns to acreage, which seems reasonable if it is assumed that farmers have
already incurred most of their large capital costs (e.g., machinery) in choosing to be in

production. With this construction and specific placement of the disturbance term, the
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inputs influence both the mean and variance of yield response. Specifically, the yield

mean depends on the first term,

Ely] = E[AzP23] + E[Bay zye]

aj a2
Azizs?,

and the variance depends on the second,

Var(y) = Var(Az®z5?) + Var(Bzb zhe)

= B2r12%Var(e) = B2z 12,
With these specifics, the farmer’s problem can be expressed as

max (E[( (Az$z5? + Babale) — rixy — T2CE2)])

Z1,T2

max (pAxPzS? — rizy — T9T2), (3.2)

where r; and 7y represent input prices, and p represents the output price.

3.3 Solution to the Farmer’s Problem

The first-order conditions for interior solutions to (3.2) are

Apaz$z2 —rp = 0
Apayztizl —ry = 0

which simply state that the farmer chooses z; and z, such that value marginal product

of each input is equated to the price of the input. These yield the relations

T201
ry = To9—
rasz
102
Ty = I1—
T201
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which together lead to input demand expressions

1
1 r1a9\ ~¢2\ e1taez-1
71(r,72,P) pAa, \reaq

1
;r-z /’ozal —C1 aj+ag—1
Ta(r1,72,0) = pAag \r1a; '

To jointly estimate these relations, it is assumed that there are some random errors

associated with nutrient levels. These could take the form of measurement error in
the data or several other factors outside of prices that might influence the application
decisions. |

One factor that influces the application decisions is soil quality. Incorporated into
the constant “A” term is a site-specific measure of soil quality. This exogenous variables
can be introduced into the equations corresponding to the first-order conditions through
the formulation of the farmer’s problem rather than simply assuming that they enter in

some unknown fashion. In estimation of the model presented here this term is
A=ay+ a1(CSR),

where C'SR is the soil Corn Suitability Rating associated with the farm location.! In

the following discussion this decomposition is supressed for notational convenience. The

estimable version of the first-order conditions is then

1
—ag ayj+ap—1
Ty = ( ! (f_lgg) ) ' + V1 (33)

pAa; \T2aq
1
T2 T\ " arteg-1
= — 3.4
T2 (pAag (rlaz) ) o (3:4)

with correlated error terms vy, v2 ~ N(0,%,). Note that it should also be assumed that
these are likewise correlated with ¢, the disturbance term from the production relation.
To proceed with estimation of the parameters, it will be helpful to reformulate the

production relation in order to remove the heteroscedasticity that is built into the pro-

1This variable is further discussed in Section 4.1.
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duction relation via the variance-influencing term Bz%z2e. Subtracting the mean-

influencing term Az{'z3? from the right hand side of (3.1) and dividing through by

22252 results in

aj .a2
y — Azi'zy

1:1171 ‘,L.gz

= Be. (3.5)
Relations (3.4), (3.4), and (3.5) cannot be consistently estimated by ordinary least
squares due to the cross-equation parameter restrictions and the correlation between
the error components of each equation. Estimation using three-stage least squares will
avoid these problems and is used here. Given a matrix of joint errors X for the sys-
tem defined by (3.4)-(3.5), the element X33 is B2, the variance of the error term in
equation (3.5) and other diagonal elements are similarly the variance of v; and vy, with
nonzero covariance allowed for the off-diagonal elements. Estimation proceeds with the
system of equations as described in Chapter 4.3.

After obtaining parameter estimates for the system described above, it is necessary
to obtain fitted values of the inputs to proceed with simulations of policy scenarios.
For a given set of input and output prices, solutions for a range of CSR values can be
obtained and the results used to perform the simulations needed for the physical water
quality model. To accomplish this, the parameter estimates obtained from fitting (3.4)—
(3.5) are used in conjunction with each observation’s input/output prices and CSR to

determine the z; and zo that result for the estimated input demand equations.
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4. DATA DESCRIPTION AND ESTIMATION OF THE
ECONOMIC MODEL

The purpose of this chapter is to describe the sources and construction of data used
in the economic model presented in Chapter 3 and to present results of the estimation

of that model. The data used for estimation and analysis can be placed into two general

categories. One is the set of data and variables needed to estimate the econometric
model outlined in Section 4.3. The second category is the data needed to calibrate and

run the physical simulation model (SWAT) for the Raccoon river watershed. The data

used in the SWAT model is described in Chapter 5.

4.1 Data

There are three types of data used for estimation of the economic model: corn
production input and output data, site-specific soil data and other exogenous variables
to be used as instruments, and input and output prices. This section will provide an

overview of all data sources and describe the means by which they are linked to create

a unified data set.

4.1.1 The Agricultural Resource Management Survey

The USDA’s Agricultural Resource Management Survey (ARMS) is a detailed source
of information on farms’ resource use, financial condition, and production practices.

Overseen by the USDA’s Economic Research Service and National Agricultural Statistics
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Service (NASS), its beginnings go back to 1975, though its form and scope changed
somewhat in 1996 when it took its current name. It combines data that previously was
collected under separate surveys known as the Cropping Practices Survey and the Farm
Costs and Returns Survey.

The ARMS data consists of surveys of farm households on cropping practices, chem-
ical application, and operational costs, and is intended for use in policy analysis. In
2001, survey coverage of corn and soybeans moved from annual collection to three-year
rotating coverage, reducing its usefulness. The corn data available for this study runs
from 1996-2001.

The ARMS data involves surveying on three levels, referred to by NASS as “phases.”
Surveying runs from June of the survey year through the following April. The initial
step, Phase I, is a screening phase. Conducted during the summer, it collects information
on the crops in production, livestock inventory, and sales values at sites selected for the
survey.

Phase II, referred to as the “Production Practices Report,” takes place in the fall and
winter; information on field-level cultivation practices as well as chemical and resource
use is collected from operators selected in Phase I. This is very similar to what had been
collected in the Cropping Practices Survey prior to the inception of ARMS in 1996.

In the spring, a subsample of all farmers is surveyed for Phase III, a whole-farm cost
of production survey called the “Costs and Returns Report.” In addition to this global
subsample, farmers growing a specific crop may also be sampled depending on the year.
This phase contains more breadth of information than Phase II. For example, while
Phase II concentrates only on the details of one particular crop, Phase III will contain a
list of all crops grown on the farm and specific acreage allocated to them. While Phase
IT information is collected every year® for the major crops of interest in Iowa (corn and

soybeans), Phase III information is collected only intermittently.

1Up to 2001.
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Surveys collect information from personal interviews with farmers. Surveyor training
is provided via state statisticians who also perform quality control checks on the collected
data. In addition to training, surveyors receive extensive documentation in the form of
manuals which detail specific procedures, interpretation of responses, and numerous
examples of typical responses. The final data set is not a true time series because it

does not track the same farms year by year but is rather an annual sampling of all farms

available to the surveyors.

Phase II survey results will provide nearly all of the variables necessary to fit the
economic model: per-acre yield of corn for grain, application of total nitrogen, appli-

cation of total phosphorus, crop residue on the field, and previous crop.? A short data

description follows:
Yield Output of corn measured in bushels per acre.

Total Nitrogen Application of nitrogen to corn crop measured in pounds per acre.

~ This is total pounds of nitrogen in the fertilizer, calculated from a commercial

product description provided by the farmer.

Total Phosphorus Application of phosphorus to corn crop measured in pounds per

acre. This is total pounds of phosphorus in the fertilizer, calculated from a com-

mercial product description provided by the farmer.

Residue The percentage of residue left on the field following tillage operations. This is

calculated from information the farmer provides on tillage passes and equipment.

Previous Crop The crop planted on the field the previous season. This is used to

construct dummy variables for some of the most common rotations. The most

common is the corn-soybean rotation.

2The latter two variables are not used directly in the model but as instruments in the estimation

procedure.
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The missing pieces are soil information that will provide a measure of productivity
potential, input and output prices for corn production, and soybean prices to be used
as an instrument. Using a soil map and location information from the ARMS surveys it
is possible to assign a CSR to each ARMS point. Soil data and the means by which it
is merged with the ARMS points are described in section 4.1.2 below. Details regarding
input and output price data appear in section 4.1.3. A complete copy of a Phase II

questionnaire is included in Appendix C.

In a number of cases, there are missing values in the ARMS dataset. The missing
values can be divided into two categories: missing location information (prevalent in
1996 data almost exclusively) and missing input/output data. Location information
is required in order to assign soil property information with each observation, so data
points without this information is not of use in model estimation. Table 4.1 lists the

sample size for each year of ARMS Phase II for corn and the number of observations

s . . . . . .
with missing location information.

Table 4.1 Missing location information by year

Number of Number that are
Year observations missing location

1996 1009 760
1997 205 0
1998 213 0
1999 201 1
2000 190 2
2001 179 0
Total 1997 763

As can be seen in the table, nearly all of the missing values occur in the 1996 set.
Interestingly, 1996 is also the year with the largest number of observations; removing
those which are missing location information leaves 249 usable observations, very similar
in size to the other five years of the sample. Before discardi